1. Analysis of MPLS-Based IP VPN Security: Comparison to Traditional L2VPNs Such as ATM and Frame Relay, and Deployment Guidelines 



2. Executive Summary 

Enterprises are replacing their Layer 2 virtual private networks (L2VPNs), such as Frame Relay and Asynchronous Transfer Mode (ATM), with Multiprotocol Label Switching (MPLS)-based VPNs, spurred by the service benefits and potential cost savings. Before migrating, enterprises need assurance that MPLS VPNs offer comparable network security to L2VPNs. Specific concerns include whether data and routes can pass reliably and unhindered to all appropriate endpoints, how MPLS VPNs can completely separate data and routes between enterprise customers in a shared network infrastructure, and the overall security integrity of the MPLS-based IP VPN. 

"MPLS as next-generation networking: MPLS is widely viewed as the next-generation network services, which will replace Frame Relay and also do what was intended to be done by ATM—deliver multiple, guaranteed service levels over a single network infrastructure."1 
MPLS-based VPNs do, in fact, provide comparable security to L2VPNs such as Frame Relay and ATM. This white paper, written primarily for enterprise users who are considering or have recently migrated to MPLS VPNs, analyzes the security aspects of the Internet Engineering Task Force (IETF) RFC 2547bis MPLS IP VPN architecture, especially in comparison with other VPN technologies such as Frame Relay and ATM. The first section of this white paper defines general requirements for secure VPN services and evaluates MPLS VPN security against these requirements. The second section examines deployment options for MPLS VPNs, presenting the implications of each architecture for implementation, network security, and operation. The white paper concludes with a set of criteria that enterprises can use to evaluate MPLS VPN service offerings. 

3. Enterprise Security Requirements in a Shared Network Environment 

Enterprises that use VPNs in a shared network environment as their wide-area network, and rely on it for mission-critical applications, have certain basic security requirements. These requirements apply whether the shared network infrastructure is based on a L2VPN, such as Frame Relay or ATM, or a Layer 3 MPLS-based VPN technology. Note that some of these requirements pertain to the cost-effectiveness of the shared network environment rather than to network security itself. 

Ability to Maintain Existing Network Addressing Plans 

To help ensure a smooth, nondisruptive transition to shared networks while containing costs, enterprises should not need to make major configuration changes to desktops or servers. For example, if the enterprise presently uses a private addressing plan for the network, it should have the option to retain the same addressing plan when it migrates to a shared network environment. 

What's more, multiple enterprises that choose to use the same public or private addressing plans should each have the option to retain their existing plans as they migrate to a VPN service in a shared network environment, with no effect on security. That is, a packet addressed to a host a.b.c.d. within a given VPN should not be able to reach a host of the same address in another VPN or the core of the shared network. 

MPLS allows distinct IP VPNs to use the same address space, including private address spaces as defined in RFC 1918. It enforces routing separation by adding a 64-bit route distinguisher to each IPv4 route, so that even a shared address appears unique within the MPLS core (Figure 1). With this extended address, sometimes called a VPN-IPv4 address, enterprises are spared the need to change their current addressing schemes, even if other organizations in the same shared network infrastructure use the identical scheme. 

Figure 1 

VPN-IPv4 Address Combines a 64-Bit Route Distinguisher and a 32-Bit IPv4 Address
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"Using MPLS, VPNs have become much easier to deploy and scale. This technology not only creates a more efficient network, it allows service providers to accommodate virtually any customer's requirement for remote access, intranets, extranets, and Internet access."2 
Data and Routing Separation Between VPNs 

It is a requirement for enterprises that the address space between the MPLS core and all VPNs on the same shared network be independent, so that each customer can use the same address space without interfering with other customers. That is, every VPN customer and the core itself must be able to use the entire IPv4 address range completely independently. Similarly, data traffic from each VPN must remain separate, never flowing to another VPN. A related requirement is that routing information for one VPN instance must be independent from any other VPN instance and from the core. This requirement applies as well to distribution and processing of routing information. 

Routing Separation 

To achieve routing separation among VPNs, MPLS VPNs apply the following principles: 

•[image: image2]Each VPN is assigned to a Virtual Routing and Forwarding (VRF) instance—Every provider-edge router maintains a separate VRF instance for each connected VPN. Each VRF on the provider-edge router is populated with routes from one VPN, either through statically configured routes or through routing protocols that run between the provider-edge and the customer-edge router. Because every VPN is associated with a separate VRF, there is no interference among the VPNs on the provider-edge router. 

•[image: image3]Unique VPN identifiers—To maintain routing separation across the core to the associated provider-edge routers, unique VPN identifiers such as the route distinguisher are added to the multiprotocol Border Gateway Protocol (BGP). VPN routes are exchanged across the core only by multiprotocol BGP. This BGP information is not distributed again to the core network, but only to the associated provider-edge routers, which keep the information in VPN-specific VRFs. Thus, routing across a MPLS network remains separate for each VPN. 

Traffic Separation 

MPLS-based VPNs adhere to the "true peer VPN" model—that is, they perform traffic separation at Layer 3 through the use of separate IP VPN forwarding tables. MPLS-based VPNs enforce traffic separation between customers by assigning a unique VRF to each customer's VPN. Forwarding within the service provider backbone is based on labels; MPLS sets up label-switched paths (LSPs), which begin and terminate at the provider-edge routers. (Normal routing, in contrast, is performed by customer-edge routers). The provider-edge router determines which forwarding table to use when handling a packet because each incoming interface on a provider-edge router is associated with a particular VPN. Therefore, a packet can enter a VPN only through an interface that is associated with that VPN. 

By maintaining separation among addressing plans, routing, and traffic, the MPLS IP VPN core network architecture offers the same security as comparable ATM- or Frame Relay-based L2VPNs. It is not possible to intrude into other VPNs or the core through the MPLS IP VPN network, unless this capability has been specifically configured. 

"Virtual Router" Principle 

The concept of a "virtual router," is central to MPLS. MPLS uses a unique VRF instance on the provider-edge router for each connected customer or group of customer sites, allowing customers to use either a global or private address space in each VPN. Each customer belongs to a particular VPN, so the only requirement is that the address space be unique within that VPN. Uniqueness of addresses is not required among VPNs except when two VPNs that use the same private address space want to communicate with each other. 

Each virtual router is associated with: 

•[image: image4]A virtual IP routing table 

•[image: image5]A forwarding table derived from the routing table 

•[image: image6]A set of interfaces that use the derived forwarding table 

•[image: image7]Rules that control the import and export of routes from and into the VPN routing table 

•[image: image8]A set of routing protocols and peers, which provide route information to the VPN routing table 

•[image: image9]Router variables associated with the routing protocol used to populate the VPN routing table 

Concealment of the Core Infrastructure 

Concealment of the core infrastructure from the outside world renders the network much more difficult to attack—an important consideration for enterprise customers because it affects VPN service availability. When the core is concealed, the provider-edge and provider elements of the network are not visible to outside networks, including the Internet and any other connected VPN. Separation of the MPLS core and VPN networks typically makes it impossible to send traffic directly to a core router—and thus, impossible to make direct attacks. Examples of well-concealed infrastructures are ATM and Frame Relay networks. Note that hiding information is not, on its own, an effective security tactic, and should not be a factor in selecting one service provider over another. Concealment simply makes the network more difficult to attack. 

MPLS uses two concealment techniques—filtering packets and not revealing network information to the outside—to help hide the core infrastructure. Extensive packet filtering prevents exposure of any information about the VPN customer internal network or the MPLS core to the outside, making attacks much more difficult. In addition, MPLS does not reveal unnecessary information to the outside, not even to customer VPNs. Because only the provider-edge routers contain VPN-specific information, it is not necessary to reveal any internal network topology information. Rather, the service provider only needs to reveal the address of the provider-edge router, which is required by dynamic routing protocols between the provider edge and customer edge. Alternatively, static routing can be configured between the provider edge and customer edge, to keep the MPLS core completely hidden. 

Customer VPNs do need to advertise their routes to the MPLS core, to help ensure they can be reached across the MPLS network. Advertising routes does not compromise network security because the information known to the core is about network routes, not specific hosts, which offers a degree of abstraction. In a VPN-only MPLS network—one without shared Internet access—the security is equivalent to that in existing L2VPN models, such as Frame Relay or ATM networks, in which routing information about the VPNs can also be seen on the core network. 

In a VPN service with shared Internet access, the service provider typically announces the routes of customers that want to use the Internet to upstream or peer providers. To translate the private address space from the customer's network, the service provider can announce routes using a Network Address Translation (NAT) function. In this case, the enterprise customer reveals no more information to the general Internet than it would with a general Internet service. Core information is not revealed, except for the peering addresses of the provider-edge routers that peer with the Internet. 

In summary, in a pure MPLS-based VPN environment, without Internet access, core network and addresses information concealment is comparable to that in Frame Relay or ATM networks. Thus, attackers are thwarted because no addressing information is revealed to third parties or the Internet. If an enterprise customer chooses also to access the Internet via the MPLS core, the customer reveals no more of its addressing structure than it would for a normal Internet service. 

Resistance to Attacks 

Resistance to attacks on a corporate network is essential for business continuity. Therefore, it is important for enterprise customers that the service provider ensures that its core network routers cannot be reached from outside the network to perpetrate a denial of service (DoS) attack. Service providers prevent their routers from being reachable by using packet filtering, and optionally by hiding addresses. Use of access control lists (ACLs) limits access only to the port(s) of the routing protocol, and only from the customer-edge router. 

The following discussion of resistance to attacks in the MPLS core network focuses on attacks from the outside—that is, the Internet and connected VPNs. Any network can be attacked from the inside, by people who have logical or physical access to the core network. No particular layer or protocol grants any special protection against inside attacks. 

Because it is not possible to directly intrude into MPLS VPNs, attackers might attempt to attack the MPLS core and use it to attack the VPNs. There are two basic ways the MPLS core can be attacked: by attacking provider-edge routers directly, or by attacking the signaling mechanisms of MPLS. Both types of attacks can be repelled by proper router configuration. 

To attack an element of a MPLS network, the attacker must know its address, which is hidden from the outside world. Therefore, an attacker must resort to guessing at core router IP addresses and sending packets to these addresses. Unfortunately for the attacker, address separation mechanisms in MPLS result in each incoming packet being treated as belonging to the address space of the VPN customer. Therefore, it is not possible to reach an internal core router even through IP address guessing. The sole exception to this rule is the peer interface of the provider-edge router, which is known. The following paragraphs explain how service providers can prevent direct attacks to the interface of a provider-edge router. 

Static Routing Considerations 

With static routing, the provider-edge routers are configured with static routes to the networks behind each customer-edge router, and the customer-edge routers are configured to statically point to the provider-edge router or other parts of the VPN, usually a default route. The static route can point either to the IP address of the provider-edge router, or to an interface of the customer-edge router, such as serial0. With dynamic routing, in contrast, a routing protocol, such as Routing Information Protocol (RIP), Open Shortest Path First (OSPF), or BGP, is used to exchange routing information between the customer edge and the provider edge at each peering point. 

In the case of a static route from the customer-edge router to the provider-edge router, which points to an interface, the customer-edge router does not need to know any IP addresses in the core network, not even the address of the provider-edge router. Although this option has the disadvantage of requiring a more extensive static configuration, it is ideal from a network security perspective. An ACL can be configured on the provider-edge router to block all traffic toward it, so that effectively the router does not accept any packet from the customer's site. This makes it impossible to intrude either from the customer side or the Internet. 

Dynamic Routing Considerations 

In all cases where dynamic routing protocols are used, each customer-edge router needs to know at least the router ID, also called the peer IP address, of the provider-edge router in the MPLS network, and therefore stores a potential destination for an attack. For example, various services on the router might be attacked. In practice, service providers can limit access to the provider-edge router over the customer-edge-to-provider-edge interface by taking advantage of the routing protocol, in the following ways: 

•[image: image10]Use ACLs to limit access only to the port(s) of the routing protocol, and only from the customer-edge router. In addition, no access other than that of the customer-edge should be allowed to the provider-edge router in the inbound ACL on each customer-edge interface. 

•[image: image11]Where available, configure Message Digest MD-5 authentication for routing protocols. MD-5 authentication is available for BGP (RFC 2385), OSPF (RFC 2154) and RIP2 (RFC 2082). It prevents packets from being spoofed from parts of the customer network other than the customer-edge router. 

•[image: image12]Where available, configure parameters of the routing protocol to further strengthen security. For example, the number of routing interactions should be limited, if possible. In BGP this can be accomplished through dampening. BGP provides the most advanced security capabilities for customer-edge-to-provider-edge routing, and should be preferred over other routing protocols if possible. 

•[image: image13]Configure a maximum number of routes accepted per VRF. This helps to ensure that a single VPN cannot flood the provider-edge router with too many routes. 

In summary, while it is impossible to intrude from one VPN into other VPNs or the core, it is theoretically possible to exploit the routing protocol to execute a DoS attack against the provider-edge router. This, in turn, might have a negative effect on other VPNs on the same provider-edge router. For this reason, the service provider must secure its provider-edge routers very tightly, according to best practices, especially on their interfaces to the customer-edge routers. With these security measures in place, the only possible attack is a DoS attack against the routing protocol itself. If this occurs, BGP has multiple countermeasures to help ensure stability, such as prefix filtering and dampening. In addition, service providers can easily track the source of DoS attacks. When static routing, not dynamic routing, is configured between customer-edge and provider-edge routers, even this one theoretical attack point on the provider-edge router is eliminated, effectively securing the MPLS core against intrusions and DoS. 

Impossibility of VPN Spoofing 

Both Layer 2 and Layer 3 VPNs must be resistant to impersonation attacks, such as packet spoofing and replay attacks. To launch a VPN spoofing attack, the attacker provides false information about their identity to obtain unauthorized access to a VPN and its associated services. The attacker usually generates packets with bogus source addresses. Impersonation of devices is attempted by sending data packets that the receiver believes are valid but might have been spoofed. Typically, this type of attack is used to change routing information, gain access to authentication sequences, and then use this information to attain unauthorized access. 

On IP networks, IP source address spoofing has been extensively abused by hackers and is a major security concern. In an MPLS environment, it is possible for a VPN customer to do IP source address spoofing, but because there is a strict separation between VPNs and between a VPN and the core, it is not possible to use this mechanism to attack other VPNs or the core. IP spoofing of this nature remains within the VPN where it originated. 

Label spoofing is not possible in an MPLS environment: The interface between any customer-edge router and its peering provider-edge router is a pure IP interface without labels. If a labeled packet is sent from a VPN to a provider-edge router, the provider-edge router automatically drops it. 

Optional Cryptographic Security Features: Authentication, Confidentiality, Integrity, Anti-Replay 

In certain countries and industries, the law or regulatory agencies require that companies encrypt their customers' personal data when that data is sent over a public network, whether the infrastructure is Frame Relay, ATM, or MPLS. Companies in these situations—or that have extremely strict security requirements—can use IP Security (IPSec) in conjunction with their core network infrastructure. Note that MPLS and IPSec are complementary technologies that work very well in combination. IPSec can be provisioned from customer edge to customer edge either by the service provider or by the enterprise. 

Table 1 compares MPLS to L2VPN technologies such as Frame Relay and ATM with respect to key security features, and Table 2 summarizes MPLS VPN myths and facts.

	Table 1  Comparing MPLS Security Features to Frame Relay and ATM 

	SECURITY FEATURE 
	ATM/FR 
	MPLS 

	Address space separation 
	Yes 
	Yes 

	Routing separation 
	Yes 
	Yes 

	Resistance to attacks 
	Yes 
	Yes 

	Resistance to label spoofing 
	Yes 
	Yes 


	Table 2  MPLS VPN Myths and Facts 

	Myths 
	True or False 
	Explanation 

	"MPLS is IP-based and, therefore, intrinsically insecure" 
	False 
	MPLS augments native IP-based networks with a broad spectrum of data separation, route separation, packet filtering, and network concealment mechanisms. MPLS-based VPNs offer the same security as traditional VPN types, such as Frame Relay and ATM. An example of a popular MPLS-based service is company intranets. 

	"One MPLS VPN customer can intrude into another customer's VPN" 
	False 
	MPLS VPNs are completely isolated. It is impossible to intrude into a VPN either from the Internet or another VPN. 

	"MPLS VPNs are susceptible to DoS attacks from the outside" 
	False 
	Pure MPLS VPN networks are fully secured. MPLS VPNs that share access with the Internet are completely safe from DoS attacks if the provider-edge router provides VPN access only. 

	"Even a provider-edge router used exclusively for the VPN is susceptible to DoS attacks" 
	False 
	While this is true in theory, in practice it is false because it is very easy to identify and disconnect the offender and to prosecute. 


